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Given an input consisting of conflicting claims from multiple sources of un-
known trustworthiness and reliability, truth-discovery algorithms aim to evalu-
ate which claims should be believed and which sources should be trusted. The
evaluations of trust and belief should cohere with one another, so that a claim
receives a high belief ranking if it is backed up by trustworthy sources and vice
versa.

The design of such algorithms has received an increasing amount of attention
in recent years [9, 12, 16, 17], especially with regard to aggregation of informa-
tion on the web [16] and crowd-sourced data [6, 10]. However the emphasis has
been on practical aspects (speed, efficiency etc) rather than theoretical founda-
tions.

In my PhD I will develop a formal mathematical framework for truth-
discovery. This will provide a deep understanding of what truth-discovery is in
a precise sense, and will facilitate both comparison between truth-discovery and
related areas in the literature, and comparison between different truth-discovery
algorithms.

Related areas include social choice theory [4, 18], judgement aggregation [7],
ranking and recommendation systems [2, 3, 8, 14], argumentation theory [5, 15],
and belief revision [13]: at a high level, each of these areas deal with resolving
conflicts in data. An interesting question is where truth-discovery fits in this ‘big
picture’; for example, is truth-discovery a special case of any of these problems,
and can results in these areas be applied to truth-discovery? Answering such
questions could facilitate development of new truth-discovery techniques using
ideas from other areas. By the end of my PhD I aim to have mapped out this
landscape.

An approach that has seen great success in the theory of social choice and
other areas is the axiomatic approach, where desirable properties (called ax-
ioms) of voting rules are stated, and voting rules are compared with respect to
these properties. K. Arrow’s famous impossibility theorem [4] shows that it is
impossible for a voting rule to simultaneously satisfy a few certain reasonable
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axioms, thus proving a fundamental limitation of voting rules.

Continuing the work started in my final-year undergraduate project, I will
develop axioms for truth-discovery, and apply these to real-world algorithms.
This will allow algorithms to be evaluated with respect to their theoretical
properties as opposed to purely practical ones, and may reveal equivalences
between algorithms or uncover fundamental limits of truth-discovery. Another
interesting task would be to find a set of sound and complete axioms for a
particular algorithm, as has been done in the literature for ranking systems
(e.g. in [1] for PageRank [11]).

The project also will have a specific focus on argumentation and its rela-
tion to truth-discovery, making use of the school’s expertise in this area. In
particular, I will investigate how truth-discovery can be represented in an ab-
stract argumentation framework1, and how techniques in argumentation can be
applied to truth-discovery problems (for example, to develop explainable truth-
discovery algorithms).

Finally, to complement the theoretical work, I will extend the software frame-
work for truth-discovery developed for my final-year project. This will allow me
to empirically test whether algorithms satisfy the developed axioms, and will
facilitate testing and evaluation of new algorithms.

Prospective supervisors

This proposal falls squarely in line with the research interests of the proposed
main supervisor, Dr Richard Booth, namely belief change, computational
social choice and argumentation theory. Dr Booth has many years of experience
working with the axiomatic method, which will be a major component of this
project. This proposal has been developed in close consultation with Dr Booth,
who is supervisor for my final-year project which this proposal is an extension
of. The proposed second supervisor is Dr Martin Caminada, who is a leading
researcher in argumentation theory and, in particular, dialogue systems, which
will be enormously useful for the argumentation parts of the project.
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